
Abstract—Writing good software documentation imposes sig-
nificant effort. Large Language Models (LLMs) could potentially
streamline that process, though. So, the question arises whether
current LLMs are able to generate valid code documentation
for classes and methods on basis of the bare code. According
to literature, various such models have the capability to gen-
erate documentation that is on par with or even superior to
reference documentation. In our experimental study using zero-
shot prompting, we found that the model GPT-4 by OpenAI
leads to poor results when measuring similarity to the reference
documentation on class level. Thus, GPT-4 is not yet usable for
generating class documentation. On method level, however, the
model achieved higher similarity ratings and can be considered
applicable for the use case.

Index Terms—LLM, Large Language Model, GPT-4, Software
Documentation, Class Documentation, Method Documentation

I. INTRODUCTION

The documentation of software is of crucial importance in

the software development process. It contributes significantly

to the comprehensibility, maintainability and further develop-

ment of software projects [1]. However, the creation of high-

quality documentation tends to involve considerable effort.

This often means that documentation is neglected or does

not achieve the desired level of quality [2]. In recent years,

large language models (LLMs) have emerged as promising

technologies. The application ChatGPT, based on OpenAI’s

GPT model series, in particular has attracted a lot of attention

[3]. These models are able to generate human-like text and

respond to requests in natural language [3]. In addition, some

LLMs are able to handle source code, which is attracting

increasing interest for use in software development tasks

including the generation of software documentation [4]–[6].

A. Motivation & Objective
Many programming languages (or, their tooling, actually)

offer a way to document code through structured comments.

Examples for this include Java’s Javadoc or JavaScript’s

JSDoc comment formats, or Python’s Docstring system which

utilises string literals. Poor documentation is common in

industry and little effort is put in improving it [7]. With the

current speed of developing newer LLMs, automation of code

documentation might be on its way, too. This lead us to the

following research question: What results does Java class and

method documentation generated by GPT-4 achieve, compared

to manually written reference documentation?
To answer this question, we investigated GPT-4’s capability

to generate class and method documentation for Java code, i.e.,

Javadoc comments for classes and methods, in an experiment.

Other large language models, including previous versions of

the GPT model, have already been surveyed for this use case.

B. Related Work

Table I presents an overview of recent work on code

documentation generation with LLMs. It can be seen that

the automated generation of method level documentation has

already been investigated rather extensively. Concerning the

class level, however, scientific literature is currently lacking.

II. RESEARCH METHOD

To answer the asked research question, we conducted an

experiment on the quality of GPT-generated source code docu-

mentation. In this section, the experiment setup is explained in

detail, including a description of the used model and the used

Java classes. This is followed by the created prompt designs

and an overview of the applied evaluation methods.

A. Datasets

As test data, we used eleven Java classes to have the AI

model generate Javadoc comments for class level, and method

level, for a selection of five methods per class. This leads to a

total of eleven classes and 55 methods, including seven classes

from the Java Development Kit (JDK), one from the EJML1

package and three from the JHotDraw2 package.

B. Applied LLM

OpenAI’s latest model, GPT-4, has come out in March 2023

[14]. As per Table I and how new the model still is, few

research papers on it have been published yet. For that reason,

we used GPT-4 in this experiment, to address this research

gap and investigate the model’s effectiveness in terms of code

documentation. GPT-4 is able to process visual as well as

textual input; it outperforms many existing LLMs in a number

of NLP tasks and eclipses the vast majority of SOTA models

[14].

C. Prompt Design

To test the basic performance of GPT-4, we chose a zero-

shot prompting approach, consisting of two prompts: one for

the method-level and one for the class-level documentation.

Thus, the same prompts have been used for all test data for

1http://ejml.org
2https://www.randelshofer.ch/oop/jhotdraw/
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Citation Model(s) Language(s)
(Dataset(s))

Layer(s) Evaluation

[3] ChatGPT (GPT 3.5), compared with CodeBERT & CodeT5 Python (CSN) Method BLEU, METEOR, ROUGE-L
[8] GPT-3.5, GPT-4, Bard, Llama2, Starchat Python Inline, Method,

Package
Manual

[9] GPT-3.5 Java (Funcom) Method Manual

[10] CodeX, compared with CodeBERT variants, CodeT5, few-
shot prompting focus

Various3(CodeXGLUE) Method Smoothed BLEU-4

[11] CodeX Few-shot prompting and ICL4focus Java (Funcom, TLC) Method BLEU, ROUGE-L,
METEOR, Manual

[12] CodeBERT, GraphCodeBERT Java, Python - BLEU-4

[6], [13] CodeT5+, compared with RoBERTa, CodeBERT, UniX-
coder, PLBART, CodeT5

Various1 (CodeSearch-
Net)

Method Smoothed BLEU-4

both documentation layers, to ensure comparability between

test classes and methods. After a few trial runs, the prompts

have been constructed as follows:

• System Prompt: The model has been assigned the role of

a helpful assistant for Javadoc code summarising.

• Task: The model has been given the task with clear

instructions. Three quality criteria were mentioned: Cor-

rectness, Completeness and Conciseness as well as the

code level to generate documentation for.

• Datasets: The whole, uncommented Java class was given

to the model.

• Output: The model was instructed to return the Java code

with the newly inserted Javadoc comments.

Taking all these aspects into account, we went with these two

prompts:

• Add accurate, complete and concise Javadoc-documenta-

tion to the class and all methods and fields of this java-

class: {javaCode}. The output should contain the whole

source code of the given java-class with all generated

Javadoc-documentation.

• Add accurate, complete and concise Javadoc-documenta-

tion to the following methods of this java-class: {java-

Code}. The methods are: [Names of the five selected

methods]; please also consider the annotations. The out-

put should contain the code of these java-methods with

the generated javadoc-documentation.

D. Evaluation

The quality of the generated code documentation was

evaluated based on different metrics. As automated metrics,

Smoothed-BLEU-4 and ROUGE-1 have been used. Both met-

rics are commonly used for similar experiments [10], [11],

[13], [15], see Table I. They both measure the similarity of two

texts [16], [17]. The improved version of BLEU, Smoothed-
BLEU, attempts to improve on some problems as the original

only correlates weakly with human judgement.

In addition to BLEU and ROUGE, we performed a manual

evaluation as well. Since the two metrics only evaluate the

3Six languages, including Java and Python
4In-context Learning

lexical discrepancy between the generated and the reference

documentation, they are not sufficient to detect semantic

differences [11]. Furthermore, we cannot assume that the

original documentation is perfect, an aspect that has to be

considered in the comparison of generated documentation.

For that reason, the generated documentation was checked for

correctness, completeness and conciseness, which are three

common quality criteria [9]. To allow quantitative evaluation,

we defined a four-part scale for each criterion:

III. RESULTS

In this section, the results of the conducted experiment

are presented, grouped by documentation level and type of

evaluation.

A. Class-level documentation

Figure 1 shows the results of the manual evaluation of the

class documentation. The points have been averaged across

all classes, by criterion. The bar chart presents the evaluation

points of the reference documentation (light) and the generated

documentation (dark) pairwise.

Considering correctness, the diagram shows that both the

reference documentation and the generated documentation

have reached the full three points, i.e., do not include any false

information. This is not the case for completeness, where the

generated documentation has performed significantly worse at

only 1.3 pts. Overall, GPT-4 tended to generate shorter, more

general descriptions that miss key elements that are included in

the reference documentation. This also leads to GPT-4 almost

matching the reference documentation in conciseness, though.

Applying the metrics ROUGE-1 and Smoothed-BLEU-4

showed that GPT-4 did not generate class documentation that

is similar to the reference documentation:

• ROUGE-1: 17 %

• Smoothed-BLEU-4: 3.38 %

The above-mentioned shorter comments from GPT are partly

responsible for this. On five classes (i.e., almost half of them),

the BLEU result was less than 0.1 per cent. The highest BLEU

score was achieved on java.lang.Integer at 16.6 per

cent. While being generally higher, the ROUGE score corre-

lated strongly (Pearson correlation coefficient of 0.9433). The

TABLE I
PREVIOUS STUDIES ON LLM-GENERATED CODE DOCUMENTATION
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Criterion Points Definition

Correctness

0 The documentation is incorrect as a whole or missing entirely
1 The documentation contains more than one piece of false information. What is false?
2 The documentation contains one piece of false information. What is false?
3 The documentation is correct.

Completeness

0 The documentation is missing entirely.
1 The documentation lacks multiple important pieces of information. What is missing?
2 The documentation is missing one piece of important information. What is missing?
3 The documentation is complete.

Conciseness

0 The documentation only contains unnecessary information or is missing entirely.
1 The documentation contains more than one unnecessary piece of information.

What is unnecessary?
2 The documentation contains one unnecessary piece of information. What is unnecessary?
3 The documentation is concise and hence contains no unnecessary information.

Fig. 1. Average Results on Class level Fig. 2. Average Results on Method level

correlation of both scores with the manual evaluation is much

weaker, as to be expected from the raw data: ROUGE and

Manual correlate at 0.0953, BLEU and Manual at 0.1592 per

cent. Both indicate weak, but not reliable, positive correlation

[see 18].

B. Method-level documentation

The results of the manual evaluation of the method doc-

umentation are shown in Figure 2, in the same way as the

class results in Figure 1. It can be seen that, unlike at

the class level, GPT-4 (3 pts.) has managed to surpass the

reference documentation (2.91 pts.) quality in correctness.

Also in the two other criteria, the model was able to almost

match it. This means that GPT-4 produced (significantly) more

complete method documentation than class documentation. On

several methods, GPT-4 has also outperformed the reference

documentation in completeness.

Bearing the previously learned correlation in mind, the

generated documentation can also be expected to be more sim-

ilar (i.e., higher BLEU and ROUGE scores) to the reference

documentation. This is indeed the case:

• ROUGE-1: 42.47 %

• Smoothed-BLEU-4: 18.38 %

The Pearson correlation coefficient was also calculated for the

method data:

• ROUGE with BLEU: 0.9112

• ROUGE with Manual: 0.1938

• BLEU with Manual: 0.2075

So, both similarity metrics strongly correlate among the

method documentation as well. The correlation of each metric

with the manual evaluation results is stronger than at the class

level but still quite weak. Thus, a higher similarity indicates

a slightly higher probability that a generated Javadoc method

comment is correct, complete and concise. The major threat to
validity is besides the limited number of investigated documen-

tation the fact that the quality of the reference documentation

and of the generated documentation was judged by two

experts, only. Nevertheless, we think that only using similarity

metrics is not convincing, but needs expert judgement from

point of view of software developers.

IV. CONCLUSIONS

To evaluate whether the large language model GPT-4 is

capable of generating Javadoc comments for classes and

methods, we conducted a two-part experiment.

At class level, both the generated and the reference doc-

umentation received maximum scores in terms of accuracy.

However, the generated documentation showed significant

deficits in completeness compared to the reference docu-

mentation, as they were shorter and less detailed and often

lacked important details and standard Javadoc tags. In terms of

conciseness, the generated and reference documentation scored

similarly. In general, the generated documentation could not

match the quality of the reference documentation. On two of

the eleven classes, however, it could be considered on par.

TABLE II
CRITERIA OF THE MANUAL EVALUATION
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At the method level, GPT-4 performed better than the

reference documentation in terms of correctness, as GPT-

4 did not generate any incorrect information, as was the

case at the class level. However, the generated documentation

had a slightly lower completeness score, particularly due

to missing ’@see’ tags and references to special cases or

IEEE standards. Conversely, the reference documentation often

lacked descriptions of return and parameter values. The ratings

for the conciseness of the method documentation were almost

identical, which indicates that both the generated and the

reference documentation largely contained only relevant infor-

mation. The aggregated results across all classes show that in

most cases the reference documentations scored slightly higher

than the generated documentations, but without significant

differences, indicating an effective performance of GPT-4.
Since there is no evaluation of class-level documentation

in literature yet, we could not make direct comparisons.

Nevertheless, higher-level (such as class-level) documentation

imposes a challenge for large language models [19] in general.

Concerning the method level, though, our results fit with

previous insights in that the generated documentation almost

matches the reference documentation in quality. Other studies

have even found GPT-4 producing better method documen-

tation than the reference documentation [8], but we do not

know about the quality of the latter. GPT mostly relying on

the control flow instead of method and variable names [3] is

a conclusion that cannot be drawn from our results [see 3],

[12]. We currently conduct a study on the migration of a larger

hardly documented software system where we will use GPT-4

for generating documentation - in an attempt to have a better

input basis for code transformation, unit test enhancements,

etc.
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